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Scientific Discovery with LLMs
DiscoveryBench/ Data Driven Discovery

Best Practices in Building Al at Scale

Important to have interactivity
Feel free to interrupt for quick clarifications.
Will stop at the end of each section for QnA

If audio issues arise, please drop
messages in the chat.
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Scientific Discovery with LLMs



“Superintelligent tools could
massively accelerate scientific
discovery and innovation well
beyond what we are capable of
doing on our own, and in turn
massively increase abundance
and prosperity.”

- Sam Altman, OpenAl
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Broad Areas of Scientific Discovery where LLMs

are Helping!
Laboratory Tools
Exp. Chemistry
Equation Discovery
Theorem Proving

Observational Data*
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What are the steps in any
Research Process?

What are different
methods of verifying a
Hypothesis?
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Topic -

Hypothesis - Paper

®—
Topic
*

Publication

T

Manuscript
Writing

Peer
Review

Research Paper

Systematic

Hypothesis

Recommendation Literature Survey
. Generation
Knowledge Synthesis
Hypothesis
Formulation
Al for Research
Manuscript Hypothesis
Publication Validation

A

Verified Hypothesis

Initial Hypothesis

|

Scientific Claim
Verification

Theorem
Proving

Experiment
Validation

A\ Wy,

From Hypothesis to Publication: A Comprehensive Survey of Al-Driven Research Support Systems, Arxiv 2025
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Hypothesis Formulation

&

Hypothesis Formulation

Topic
LRE)
Datastore Papers Outline
T~

| ™
[@EI Getor

2

Datastore

E 4

Initial Hypothesis

Feedback
&lteration

{5 i

Multiple Agents

d = “, € ¥
Research Paper m— -
\ Recommendation Literature Reviewl \Literature Organization Strategies ]

Y
Knowledge Synthesis

Y

Hypothesis Generation

From Hypothesis to Publication: A Comprehensive Survey of Al-Driven Research Support Systems, Arxiv 2025
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Hypothesis Validation

%
. . Hypothesis Validation
Initial Hypothesis Verified Hypothesis

N — Y

- D
2 = GEp—

Claim Database Theorem Multiple Agents Tools
e i |

& Reasoner  Tools =

Retrleval /\ / iy %

G Dr_gt Design Implement
Ewdenc “;‘ Q 5053,
! Proof
Result LLM Search No-Search Result
SCI-Claim Verificati Th Provi E i t Validati
. aim Verification ) eorem Proving  \ ~ Experiment Validation
( Theoretical-verified X Practical-verified )

From Hypothesis to Publication: A Comprehensive Survey of Al-Driven Research Support Systems, Arxiv 2025
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LLMs, Lab Tools & Beyond

Ia . Chain of thought reasoning loop
Expert-designed = —

chemistry tools

Chemistry-informed
sequence of actions

1. Thought:
reason, plan

2. Action:
select tool 1. Google search

2. Retrosynthesis
3. Procedure prediction
4. Execution on robot

ChemCrow

Example input: < N
Plan and execute @ g’é'&h‘iﬂ;gzt
the synthesis of an
: human
insect repellent. 4. Observation: 3. Action iFteraction.
analyze input: use tool
User-defined 1 1 Autonomous

scientific tasks experimentation

Autonomous interaction with tools and
the physical world (for example, RoboRXN)

b Molecule tools General tools
« SMILES to weight « Literature search
« SMILES to price « Web search
« SMILES to CAS « Code interpreter

« Similarity « Human expert

o)
« Modify molecule
N“™N . Functional groups
k « Patent check o

«RXN to name
« Name to SMILES

« RXN predict NN=— ?
« Safety assessment « Synthesis plan
« Explosive check « Synthesis execute
Safety tools Reaction tools

ChemCrow: Augmenting large language models with chemistry tools, Nature 2024
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Theorem Proving Copilot

// ________________ \\
/
/ \
I
- - |
Tactic suggestlon :
theorem add_ abc (abc : Nat) : asb+c=ascebi=by l
suggest_tactics _||
|
|
|
|
|
Proof search {
|
theorem add_abc (abc :Nat) :a+bec=c+beai=by Locall Wlth
search_proof —1 \J Server
| CTranslate2
|
|
: p |
Premise selection :
theorem add_abc (abc :Nat) :asbec=ascebi=by __|
select_premises |
|
\
\ /
M _7

¥ Suggestions
Try these:

« apply Nat.add_right_comm

e rw [Nat.add_assoc ]
Remaining subgoals:
ra+(b+c)=a+c+b

« rw [Nat.add_comm ]
Remaining subgoals:
Fc+f(a+b)=a+c+b

¥ Suggestions

Try this:
simp [Nat.add_comm,
Nat.add_left_comm]

Nat.add_assoc 1 ¥ (nmk 1 Nath, nemek=ne (mek)

Nat.add coms : V (nm:Natl, nemmmoen

Not.sdd_left_comm : ¥ (nmk:Nath, m+ (mekl=neine

Towards Large Language Models as Copilots for Theorem Proving in Lean, NuerlPS 2023
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Theorem Proving Env with LLMs + Retrieval

/ Proof tree n:N Local context
Fgednn=n + Goal

Tactic

cases n

. Prove theorems
\ by Interaction

Data
extraction

LeanDojo Benchmark .. o S75%
« 98,734 theorems and proofs | ITaiNing 625052

'/ X

S @

217,776 tactics REoRZ
e 129,243 premises

O
)o

All accessible premises

rewrite mod_self

apply ged_zero_left

in the math library
theorem mod_self (n : nat) : n % n =0
theorem ged_zero_left (x : mat) : ged 0 x = X

33K on average

e def ged : nat - nat - nat

/ Lean Machine learning

: model

|

| 5

i camEeTty
e e N R
' »* ~
i k:N

v

E :' State F ged ((k+ 1) % (k+ 1)) (k+ 1) =k + 1 rewrite mod_self
P Tactic

Lo Encoder

Lo

o

_l_l_.m_.

Vo theorem mod_1t (x : mat) {y : mat} (h : 0<y) : xhy<y
I Maximum theorem mod_self (n : mat) : n % n =0

Lo cosine similarity theorem mod_eq of 1t {a b : nat} (h : a<b) : a’%b=

H theorem zero_mod (b : nat) : 0% b =0

[
/o

L \ - Retrieved premises

LeanDojo: Theorem Proving with Retrieval-Augmented Language Models, NuerIPS 2023
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Methods of Science



Methods of Scientific Inquiry

Observational
Science

Theoretical Experimental
Science Science

Observe & collect
data, build methods to
explain it

Develop models or Conduct experiments
theories to explain to test pre-defined
phenomena hypotheses

A2



Methods of Scientific Inquiry

Theoretical Experimental Observational
Science Science Science

Develop models or Conduct experiments Observe & collect
theories to explain to test pre-defined data, build methods to
phenomena hypotheses explain it

A lot of important science has come out of
looking at observational data.

A2

National Longitudinal Survey of Youth | 1979
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U.S. BUREAU OF LABOR STATISTICS

500,000 resultsin S2
from 1979

Nurses’

Health Study — @ @ ;g;

37000+ papers published
from 1976




Methods of Scientific Inquiry

National Longitudinal Survey of Youth | 1979
Theoretical Experimental Observational

Science Science Science ﬂ

U.S. BUREAU OF LABOR STATISTICS

Develop models or Conduct experiments Observe & collect
theories to explain to test pre-defined data, build methods to
phenomena hypotheses explain it

500,000 resultsin S2

A lot of important science has come out of from 1979
looking at observational data. —
Can we autonomously discover Eg;ls&ls’Study o @ @ ?
e insights from datasets to reduce R4
turnaround time?
e undiscovered knowledge without 37000+ papers published
performing additional data collection? from 1976

A2
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Data Driven Scientific
Discovery with LLMs



Data-driven Discovery

Comprehensive data-understanding
Ex-ante hypothesis search/generation
Planning & orchestrating research pathways
Execute & verify candidate hypotheses
Accommodating human feedback
Reproducible and robust results

Data-driven Discovery: Following Newell
& Simon (1976), we define a heuristic
search problem that aims to describe a
given set of observations by uncovering the
laws that govern its data-generating
process.

E.g., “under context c, variables v have

alationochin r”
CTercron

Néwell, A. and'\SJiHé'r\f H.A. Computer science as empirical
& Ai2 inquiry: symbols and search. Commun. ACM, 1976
s

o User poses question

e Planner plans

e Programmer executes

Dataset: National Longitudinal
Surveys

Query: Study the relation between
BMI and Time Preference.

Time preference could be 'DISSAVED'
and 'SAMESAVE ' variables.
1. Initial Hypotheses:

a. Hypothesis 1: DISSAVED and BMI
arerelated. ..
2. Perform OLS & Correlation analysis ....

run_correlation(),
run_ols()

@ User

o Data Expert interpets

5
#% ) Planner

Data Understanding
Formulating Initial Hypotheses
Multi-step Planning

e User probes more

&
bad

Programmer

Hypothesis Verification and Analysis,
Reproducible Results

e Data Expert proposes

The correlation coefficient: -0.031,

very weak negative linear relationship
between dissaving and BMI.

The interaction term coefficient: 0.5259
statistically significant (p < 0.0000) ...

8. ) DataExpert

Hypothesis Verification and Analysis,
Reproducible Results

e User follows up

More interdiscplinary insights
based on the results

ics and Health ics: Job
and income levels can affect health...
and i ics: Stress,
self-control influence saving habits and BMI ...
i and Cultural Studies: Cultural norms

e Planner replans

and societal expectations can affect BMI ...

8.) Data Expert

Knowled:

Y

e Data Expert directs

Please connect BMI with graduation,
family & demographic data, run more
sophisticated model.

@ Programmer executes

1. SES: Compare association between
subject variables based on SES
2.SAMPLE_SEX

3. College Scores, Class Percentile
4.SAMPLE_RACE

5
C Planner

Data Understanding,
Accomodating Human Feedback

@ Data Expert interprets

Programmer, please transform the
data by adding interaction variables

Measure effects using Generalized
Linear Model on 'SES','SAMPLE_SEX',
'SAMPLE_RACE', 'AVSAB Scores' and
'Class Percentile'

[8 Data Expert

Hypothesis Verification and Analysis,
Data Transformation,
Reproducible Results

@ User poses question

add_interactions(),
run_glm()

Programmer

Hypothesis Verification and Analysis,
Data Transformation,
Reproducible Results

"GENDER_MALE" has a significant positive
association with BMI, indicating that males
have a higher BMI than females.

The GLM confirms the findings from the OLS
model regarding the interactions between
time preference and demographic factors.

Data Expert

Hypothesis Verification and Analysis,
Data Transformation,
Reproducible Results

testing multiple hypotheses?

@ User

How to mitigate the effect of ‘




Data-driven Discovery as a Predictive Task

Given a dataset D and a Discovery
Goal G, derive the most specific
hypothesis H addressing G and
supported by D.

Alternatively,

A data-driven hypothesisHisa
declarative sentence about the
state of the world whose truth value
may be inferred from a given dataset
D using a verification procedure

V:H - {supported, unsupported}, for
instance, via statistical modeling.

Inspired by Thompson and Skau (2023),
we introduce a structured formalism
that breaks a hypothesis down into
three hypothesis dimensions:

Context: Boundary conditions that
limit the scope of a hypothesis. E.g., “for
men over the age of 30"

Variables: Known set of concepts
that interact in a meaningful way under
a given context to produce the
hypothesis. E.g., gender, age, orincome

Relationship: Interactions betweena
given set of variables under a given
context that produces the hypothesis.
E.g., “quadratic relationship’, “inversely
proportional’, or piecewise conditionals

Dataset:
habitat |nonnative nonnative | nonnative .
- p o . elevation|...
type |gardening |unintentional| agriforest
croplands 5 0 2 675
wetlands 0 4 1 88
urban 2 1 0 329

Goal: How did urban land use affect the
invasion of different types of introduced
plants in Catalonia?

gold predicted score
urban urban
context habitat type |habitat type } L0
variable g'a\rden[ng, gard'enlng, 0.3
unintentional| agriforst
relationship| reduced increased ® o0

Final Score: 0.21

A2

W. H. Thompson and S. Skau. On the scope of scientific
hypotheses. Royal Society Open Science, 2023

Urban land use reduced invasion
by gardening plants over
unintentionally introduced ones.




Discove ryBenCh 264 Tasks, 20+ papers, 6 domains

We replicate the scientific process undertaken by researchers to search for and validate a hypothesis from datasets

T k D t t D t -t t . df=pd.read_csv('NLSCombine.csv')
ask Dataset: Dataset contains ean = Uhmber of students in closs Last year attended at his school,
o by e o, o7

Data-first: Filter papers + workflows

based on public datasets: National | "ormeron Fom Matonal Dataloading | 7 = 1 T
Longitudinal Surveys, Global ongrtucinal SUrvey or Youth - &Cleaning | oo i
(NLSY79). It includes information

Biodiversity Info Facility, World Bank
Open Data; 2) replicate in Python.

Replication took up to 90

about the Demographics, Family
Background, Education ...

)
df [ STANDARDIZED_INCOME ', 'STANDARDIZED_FAMILY_SIZE',
* STANDARDIZED_FATHER_EDUCATION', 'STANDARDIZED_MOTHER_EDUCATION']] = scaler.

revious calendar year, 1979','Family size, 1979' ,
ther, 1979", “"Highest grade completed

Calculate

person-hours per dataset, often Discovery Goal: How does Academic S
(30%) not resulting in success. socioeconomic status affect the Ability et al. e e e
likelihood of completing a BA Calculate SES
Code-first: Checked 785 repos + degree?
datasets, 85% had missing or
non-adaptable code to Python, or Target Hypothesis:
closed datasets. Only few passed Socioeconomic status has a
the check. positive relationship with college eyt
Papers from Natre, AER, otc Cosficient of 0725 wit Data Fiteing | S et o
' & Modeling K. s constan 0

.a B
y = sub_dataset 'BA DEGREE COMPLETED']

ogit(y, X)

statistical significance.
*AI2 M




DB-Real (6 domains: sociology, biology, humanities, economics, engineering, & meta-science)

combining worldbank data about income, savings,

filtering based on taking out outlier health & 1
demographics for social values for nls data education, exports, school enrollment
sociology data \ /

|

Data Preparation (569)

data selection

statistical tests to
verify invasion vector
for non-native flora

data deduplication
for meta-analysis on
replication studies

data cleaning

statistical
summary tests
statistics
correlation
+—

Feature Engg. (112)

feature engg to create samesave
& dissave variables in nls data

I regression to explain spatial
variation in speciation rates

data matching

data

5 X deduplication
data integration

statistical sampling

interaction mixture
analysis models

regression

|

G—

time series
analysis

L~ pca el

analysis

time series analysis & pca
applied for archaeological data

quantile regression to study effect
t— of wealth levels of incarceration
across demographics

quantile
regression

gini coeff
BIm
analysis

ecological
modelling

econ - iien

W_dating

econometric modeling

for world bank indicators
/& immigration data

(] Advanced Statistics (104) [ ] Other (41)

() Domain

Specific (26)




Discovery Agents

All discovery agents have access to a python environment, capable of generating and executing programs on the datasets

CodeGen

generates the entire
code at one go to solve
the task, with help of a
demonstration example
in the context.

After code execution
and based on the result,
it generates the NL
hypothesis and
summarizes the
workfiow

ReAct

solves the task by
generating thought and
subsequent codesina
multi-turn fashion.

A traditional
sequential-decision
maker.

DataVoyager*

is a multi-component
data-driven discovery
agent.

It has four components:
planner, code
generator, data
analysis, and critic, that
orchestrate the
discovery process.

Reflexion (Oracle)

is an extension of
CodeGen agent, where
at the end of one trial,
we provide an “oracle”
feedback about task
completion, and it
generates areflection
to improve in the next
trial till it solves the
task, or maximum trials
(3) are reached.

A2




A NIMHANS
(neuro) Example?



Culmination of decades of work summarized in an image

T Landmark Mouse
Brain Paper (Ai1)

" i DataVoyager Prompt:
1. Find the unique classes present in the data.

2. Select the "20 MB GABA'" class and plot the
distribution of subclasses and neurotransmitters.

3. Select the "23 P Glut” class and plot the distribution
of subclasses and neurotransmitters.

4. Plot the supertypes and neurotransmitters
distribution for the same filtered class.

5. Interpret the unique supertypes for this filtered

class.
Class Region Neurotransmitter type
W 01 IT-ET Glut B 16HY MMGIut [ll 31 OPC-Oligo OLF Glut
L 02NP-CT-L6bGlut £ 17 MH-LH Glut 32 OEC CTXsp I %B "
I Rl B lii imne lcorx B GABAGIYe
05 OB-IMN GABA 20 MB GABA STR Dopa
06 CTX-CGE GABA 21 MB Dopa PAL M Sero
07 CTX-MGE GABA 22 MB-HB Sero HY Bl m;r(a . . . . .
B ONLGE aAn 1 541y Gt W AW A high-resolution transcriptomic and spatial atlas
11 CNU-HYa GABA 25 Pineal Glut Pons. . -
I:g:sv*si;':‘ lG*m o of cell types in the whole mouse brain
N [1c https:/www.nature.com/articles/s41586-023-06812-z

Neighbourhood  Class  Subclass| Region  Clusters RNA-seq MERFISH
Neurotransmitter per  cellsper cells per
type subclass subclass subclass

J
Ty



https://www.nature.com/articles/s41586-023-06812-z

DataVoyag

20 MB GABA

WMB Classes by nt (subclasses)

Distribution of neurotransmitter in each class

32 OEC
30 Astro-Epen
29 CB Glut
28 CB GABA
27 MY GABA
26 P GABA
25 Pineal Glut
24 MY Glut -{1
23 P Glut
22 MB-HB Sero
21 MB Dopa 1 chol
20 MB GABA
19 M8 Glut - | opa
18 TH Glut o
17 MH-LH Glut { Il — CABAGlC
16 HY MM Glut = Glut
15 HY Gnrh1 Glut = Glut-GABA
14 HY Glut — st
13 CNU-HYa Glut = Nora
]
12 HY GABA . seis

11 CNU-HYa GABA -/
10 LSX GABA
09 CNU-LGE GABA

08 CNU-MGE GABA - NN
07 CTX-MGE GABA
06 CTX-CGE GABA
05 OB-IMN GABA - IR

04 DG-IMN Glut
03 OB-CR Glut
02 NP-CT-L6b Glut
01 IT-ET Glut

23 P Glut
(subclasses)

300 400 500 600

Projection

er Traces for WMB Data

Distribution of in each subclass

214N Otp Crispl Gaba
213 5€5q Gabrr2 Gaba

212 5Cs Lef1 613 Gaba

211 5C Tont1 Gli3 Gaba

210 PRT Mecom Gaba

209 5Cs Pax? Nfia Gaba

208 5C Lef1 Obx2 Gaba

207 5Cs Dmbx Gaba.

206 SCm-PAG Cdh23 Gaba

205 SC-AG Lefl Emx2 Gaba

204 5C 02 Genta Gaba

203 LGV-SPFp-SPFm Nkx2-2 Te712 Gaba
202 PRT Tef712 Gaba

201 PAG-RN Nkx2-2 0L Gaba

200 PAG-ND-PCG Onecut] Gaba

199 PAG-MRN-AN Foxa2 Gaba

198 1C 5ix3 En2 Gaba

197 5Nr Six3 Gaba

- Gana
—GaBAGlyC
Gut-GABA

Distribution of in each supertype

196 PAG-PPN Paxs Sox21 Gaba
195 SNFVTA Paxs NpasL Gaba

194 MRN-VTN-PPN Pax5 CAh23 Gaba
193 MAN-PPN-CUN Pax@ Gaba

192 PPN-CUN-PCG Otp End Gaba
191 PAG-MRN Rin Gaba

cnol
- lut
-Gl GABA

Supertypes

Distribution of in each subclass

235 PGTRN-LAN Fat2 Glut

233 NLLSOC Spp1 Glut

232 LDT Vax2 NioxB-1 b Glut

231 IPN-LDT V2 NkxG-L Gl
230 PRNF Otp Nfib Glut

229 PBANTS Phoxzb EBf3 Lmxab Glut
228 7SV pualb Lhx Glut

227 PBPSV Phoxzb Glut

chol
-Gt
- Giut-GABA

oot

20 EY

o By ) EY £ £

UMAP 2
supertype

50

Projection

AP Pt for cass clor

100

s
125

100 ED o




Neuropathology e ey Molecular Analysis Age
g Immunohistochemistry and Slido scanning /” snRNAseq snATAC:seq soMuliome MERFISH R b
. T B4donors 84donors  28donors 27 donors High @ . nm
§ o % . 1AM nuclel 80K nuclel 150K nuclel 1.5M colls
7 " Int. ke |
b wiox @ @ @ o8 &
Neurons Astrocytes fau  aSyn 200 .
Microgiia  PTOP43 Ab ¢ Low b= f_ T4
l Cell Type Annotation (MultiVl, scANVT) i T I ET At
Layer parcellation Quantification Refessace Types (colon) Predictons No AD k { { }
o o
AN - - . z 2 L
ke > |— h @,,‘ f' % 70 s s 100
Ty A o av, &
S e g > .‘2'_ ] - Male/ Female
* ephiation - Taxonomy expansion kbt osdiiond Int.
Fostures wah loyer nlormation p roovens XONOMY Sxp: supertypes added
WE W ® @ v 5
SR . e
Of 0 ; > st i
St ACT® - - No AD : 5
i — .
l g m . l % 0 20 40 60 80 100
Continuous Identify molecular and cellular
% Pseudoprogression Score (CPS) o Mogm;mmm T 3'5"995 in disease /‘ APOE4 Allele  Yes /No
's Di: Cell Atlas (SEA-AD) i -ﬁ

Trajectory Viewer

9 18 CZCELLxGENE o
@) g [} [De? No AD

MapMyCells Visualization and Data Access

C SEA-AD Cohort Neuropathology
Braak Staging Thal Phasing

High [ 0 ] 0 0 0 0 Lm
= i 2 IPRER | O
It o] o o W G2 in| | ° | ° |eo e en| °

MEEEN SalE 1 | 1
Low | w0 | a8 e @] © | ° ® Jaoo) an| @ | @ | °
1 1 1 9
NotAD | ooy | 25 | © AR  BERDBE

o " m owv ¥ W 0 1 2 3 4 5

% 0

CERAD Score Dementia Comorbidities

o B [n] [ TIREEA -

1 7N 3 Int. 14 lNo l 1 4 123 LG
6) | (58) FcUH (10 B
el s o 1 Low 8 ‘. l 1 n W Microinfracts
@) | (42 @ ves W LoteNC

el T 1

Absent Sparse Mod. Freq. % 0 20 40 60 80 100 0 20 40 60 8 100

Integrated multimodal
cell atlas of Alzheimer’s
disease

Data Input: Not sure of exact data used in paper or
preprocessing. We currently used the following:

Donor Data

66 columns, and info includes metadata for each
donor such as ‘Primary Study Name', '‘Age at Death’,
‘Sex’, 'Race’, 'CERAD score', ‘Overall CAA Score’,
‘Highest Lewy Body Disease’, ‘Total Microinfarcts’,
‘Atherosclerosis’, ‘Arteriolosclerosis’, ‘LATE', ‘RIN', and
whether the donor is ‘Severely Affected'.

MTG Data

394 columns, measurements related to AT8 positive
areas in different layers of Grey matter, pTDP43
positive areas, and other neuropathological
quantifications for each donor. ‘J‘
™



DataVoyager is a part of Asta - a Science Copilot

1) Collaborates 2) Uses tools on 3) Learns & improves
naturally with humans’ over time.
human scientists behalf
m -
2
Slack

Semantic Reader
Jupyter

A2



A2

. With Infra. for Personalization & Optimization

Research Functions Surfaces
Slack
Search & Web
Discover & Synthesize Semantic Reader
Literature J u py ter
Hypothesis Interaction Store
Generation
— Evaluation Harness




Some Accolades
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New Directions in the Area Influenced by our Work

..........
'''''''''''''

BLADE: Benchmarking Language
Model Agents for Data-Driven
Science

POPPER: Automated Hypothesis
Validation with Agentic Sequential
Falsifications

A2

HHIUETHTE W WISCONSIN
(O o
ScienceAgentBench: Toward
Rigorous Assessment of

Language Agents for Data-Driven
Scientific Discovery

QR Data: Are LLMs Capable of
Data-based Statistical and Causal
Reasoning? Benchmarking
Advanced Quantitative Reasoning
with Data



Recognized with other major works including the
aforementioned Nobel Prize in 2024

T T - > ; : g G T y
Equation discovery [Chen et al. 2022a; Garcon et al. 2021], AI Feynman [Udrescu et al. 2020], [Cranmer et al. 2020; Petersen and Landajuela 2019; Schmidt and Lipson 2009],
Symbolic Regression [Dzeroski and Todorovski 1993; Koza 1994; Rzevski et al. 1987; Todorovski 1997], BACON [Langley 1977]

— jectures [Buchberger et al. 2006; Chen et al. 2016; Fajtlowicz 1988; Raayoni et al. 2021; Wu and Tegmark 2019],
‘f:“em‘-ﬁc ©F —(Knowledge discovery theorem-provmg [Hubert et al. 2024b; Trinh et al. 2024], concepts [Hakuk and Reich 2020; Iten et al. 2020; Lenat and Brown 1984],
| Creativity (§3
astelo et al. 2024; Girotra et al. 2023; Si et al. 2024; Wang et al. 2023, 2024a],

lar structures [Abramson et al. 2024; Jumper et al. 2021; Lindsay 1980; Zambaldi et al. 2024]
Scientific- process literature review [Skarlinski et al. 2024], idea generatipn.[Ba 4,
automatlol:m hypothesis generation [Ghafarollahi and Buehler 2024; Majumder et al 2024 (i et al. 2023; Sybrandt et al. 2020; Wang et al. 2024a; Yang et al. 2023],

paper writing [Altmie et al. 2023; Wang et al. 2019], A BOIRG €T Al 2023; Ifargan et al. 2024; King et al. 2009; Li et al. 2024b; Liu et al. 2024; Lu et al. 2024a]

Fig. 2. Taxonomy of creativity in Al covering areas of linguistic creativity, creative problem-solving, artistic
and scientific creativity. Note that this taxonomy is not exhaustive, but rather a representative view of the
key works.

Creativity in Al: Progresses and Challenges, EPFL Zurich. Mete Ismayilzada, Debjit Paul, Antoine Bosselut, Lonneke van der Plas
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Learnings
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Learnings for in LLMs + Open Source

Instrument the Data Pipeline, Not Just the Model Treat Prompts and Pipelines as Code Assets
Building Evaluations that Actually Matter Exploit Small Models First, Big Models Last
Adopting & Extending Frameworks (LangChain, Exploit Big Models First, Small Models Last

AutoGen, etc.
) A/B (or Ablations) Everything Behind a

Feature Flag/ Config

A2



How to contribute
to fundamental Al
from India?



What happens with
petabytes of data?

Or millions of lines
of code?



Appendix
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AutoGen User Proxy Code Execution Env

system_message="An admin that
takes input from the user."
timeout
cache_seed
config_list

DataVoyager

termination_criteria
code_execution_config
max_consecutive_auto_reply

11lm_config functions_for_python_cell

human_input_mode - . - -
unctions_for_she
initiate_chat="Starti
All of the subagents and the s L L
controller is based on with a I
specialized prompt. | YN
|r_ Group Agent Chat
They see the full history, but ! (%) :
- I —
the agent-specific prompt | (I |
elicit specialized behavior. | Planner Data Expert Programmer Critic*
|
o Prompt: You develop and
Prog rammer has the l Prompt: You specialize in code tasks assigned by the P ¢ As the Criti
| Prompt: You interpret analyzing statistical data and iz g TOMMBL 2 he SHtC oy
c . ang o o ! ! : " Planner, utilizing specific evaluate and assure the
fu nCt|On—Ca|||n ab| | |ty Wh|Ch | scientific queries, devise user queries, offering T I e .
Setailealnt 8 quality of research processes
. . u | hypotheses, §egment task; fetal eI in erer:jces, . guidelines to produce [ g
al |OWS |t to execute the | into sequentlal. sgbtasks with ormulating and testing outputs in JSON format, with research methodologies,
) | a fo;usdon st§t|5t|call hyﬁo;hesss, an(ih a focus on robust coding and ascecs dama quality. a0
methods, assign roles to el vl comprehensive logging. ; o
generated COde In an | team members, and ensure programmers for ; = ?er:‘:illt?aev:ﬁzr:::}aclt;l::al
1 1 coordinated progress. sophisticated data modeling Gl
I nte raCtlve python Shel I . | and inferential insights. Goal stats methods and findings.
| Predictor ll Functions
I
|
o o o e e e e T (e T e e e e e e e B e e B e e e e e e e e e

Ai2




DataVoyager Core Architecture

Ju

Ai2

FEECzEES e EREDeRESEEREE 5
. ! Execution Env'’ 1
YAML Config 1 1

1 1 fmmmmmm e mm e e mm == “

! Orchestrator ! 1 Chat Stream |

: Default | Magentic One | Custom : i I

1 1

: : : Logging Formats :

1 I 1 1

Config Parser 1 1 1 1

. | Agent 1 Agent N | : ‘ JSON ’ Markdown i

1 1 1 I

1  — I

\ 1 1 1 |

1 1 1 |

1 All Tools 1 ! Interactive Sessions !

Agents Orchestrator : : : :

1 ByIOmEERE ahell 1 ! Console | |Streamlit NORA ] |

— I :

: Non Python : : |

Code Tools

Code | Arortn | 1 1

Tools Injections 2 | Injections | e .
1 ]
1 1
S J

T Current execution env is a modified version of AutoGen 0.4, augmented with DV-specific functionalities. It can be further modified, allowing
complete decoupling from AutoGen as required.

2 Code injections are specific bits of code embedded within the Python execution environment to add functionality that cannot be achieved solely
through external tools.
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LLM Benchmarks

DataGLUE
NORA - End to End
Science

~N

Bio - Neuro/ Immunology

/

\_

Collabs

Better memory for coding/
agents with Zurich U

~N

Auto-exploration with UMass/
Andrew McCollum group

4 )

Better Agents/ Models for

e Data Driven Discovery

e EndtoEnd Science

e Neuro/ Immunology/
Genetics

J

\_ J

/ Better Cost Efficiency \

Pareto optimal model usage/
model routing for DDD

100X+ difference b/w cheaper
&advanced models

\_ /




Related Projects List

Augmenting code editing with Al features Other Ideas
e Forkopen-source Al code editors like melty, o  AUtoRAG
zed or pearai or aider _ .
e Add new features like Al diagraming for  RAG +agents on domain specific areas
architecture etc. in them like medicine
o Analyze data
Enterprise heavy requirements o Makeitavailable in Indian languages
e Add guardrails to prevent certain data
leakage
e Serve data while making sure it is not
hallucinated

e Canbe RAG or database query driven

A2


https://aider.chat/docs/leaderboards/

More Benchmarks

DSBench benchmark consists of 466 data analysis tasks and 74 data modeling tasks. We evaluate
several state-of-the-art LLMs, LVLMs, and agents, and find that our benchmark is challenging for the
existing models.

DSBench

An election has been heldin Excelstan Excelstan is a small countryincluding 9 Districts. There
are 1000 voters.Each voter is assigned a District Code based on wheréhey live. The Dist =5
rict Code is a number between 105194 and determines what District the voter votes for. l

h'tt OS // Q |‘t h u b . CO m / L | O | a nOJ | ngz / DS Be n C h Text Image No. District Code | District Voter ID Age District Code | Voter ID Age District Code
<= @ EE - Ty Apha 00739 |62 166 200642 |40 64
- 102,052 19 47 212,231 62 122
. = 115-124 |Belr 102128 |51 760 222632 |18 192
Table File 3 125- 134 Gamma 116,072 £ 135 237,420 70 61
H 4 135- 144 Delta 119,995 19 42 251,708 |27 81
= H a S I e S S U C h a S . tXt’ i X XS f s 185-154  |Epsion 22875 |55 724 756580 |55 740
5 T Ty Py 128927 |24 39 272218 |36 89
N 146040 |24 151 275014 |39 42
Question r 165-174 . 148402 |69 37 319,000 |36 115
- H a S Inputs 8 175- 184 Theta | 57647 &7 71 323,903 5 161 N
9 185- 194 lota @ 162,858 50 163 437,795 63 QTEE

|
|
|
|
|
|
|
|
|
|
|
I
|
|
|
|
|
|
|
|
|
|
: Table1:districtcodein Excelstan. Excefile: Voterinformation
I I let a d ata / b a C kg rO u n d i How many voters are there in the Delta District?
‘ ao ‘ !
3 I
|
|
|
|
|
|
|
|
|
|
|
I
|
I
|
|
|
I
|
|
|
|
|
|
|
|
|
1

Q Given the problem description and data files, a DS agent generates
executable codes to solve the problem.

about the data

DS Agent

~ Jupyter Solution_for_Election_Voting Last Checkpoint: 6 hours ago [ | T
Flo Edt View Run Kemel Settngs Help Trstod 0 700080 28 e
- B+XOO > = Cw cote ~ supytertab T3 B python 3 (pykernel) O 0 T @ s
import pandas as pd 2 102082 1 147
. . inport math 3 10228 &1 160
4 102020 53 7
-— data_excel = pd.read_excel(*Election_Voting.xlsx', sheet_name="Data")
- data_excel
Solution ——
delta_voting_count = @ 996 989459 51 137
_ _ — for dis_code in data_excell'District Code']: 997 ootes7 52 128
if int(dis_code) >= 135 and int(dis_code) <= 144:
] 998 092377 a4 108
delta_voting_count += 1

print('Number of voters in Delta district:', delta_voting_count) 999 997305 39 47

Number of voters in Delta district: 115 1000 rows x 3 cotmns

. o k
a C h I eve S 8 7- 8 4 /o ta S - . m After executing the code, the DS agent finalize the answer based on ™|

Evaluation *  execution results:There are 115 voters in Delta district, the answer is CA% B
SUCCess Ju


https://github.com/LiqiangJing/DSBench

More Benchmarks

country "19A®2 pop2010 pop2023 pop2050
India 2973190 1.24E+09 1.43E+09 1.67E+09

Calculate the population density
Va . China 9424703 1.35E+09 1.43E+09 1.31E+09

for each country in 2023 and 2050.
Result should be a new frame

https://github.com/MetaCopilot/dseval with "Country" as the index and
"2023 Density" and "2050 Density" as the columns.

- Has files such as .txt, .xIxs | Codo merprter

pd.DataFrame({
‘Country': pop['country'],

- Standard datasets like oo bevtiy-s bt pevsete] 1 ok enemenay
}) .set_index('Country")
titanic, twitter
. . pop[ ‘2023 Dens?ty'] = ?op['pop2?23'] / ;I)op['landAreaKm']
- QA with no options boot 2056 Popsiacion 1+ opT popsezs’) + Gigrortyn(aoeo-s013)
pop[ ‘2050 Density'] = pop['205@ Population'] / pop[‘landAreaKm']
. . pop[['country’, '2023 Density', '2050 Density']].set_index('country')
- Requires computation -
= GPT—4_based agents pop = pup.set_]i.nd?x('countrl‘y‘)

pop[ ‘2023 Density'] = pop[‘pop2023'] / pop['landAreakm']
pop['2050 Density'] = pop[‘pop20850'] / pop['landAreakm']

reaCh ~70% paSS rate | pop[['2023 Density', '2050 Density']]

 pyeral |

- H a S Ot h e r dens_2023 = pop.d%v(pop[ ‘landAreakm'], ax%s:e)

dens_2050 = pop.div(pop['landAreakm'], axis=0)*(1l+growth)**(2050-2023)
pd.DataFrame({'Country': pop['country’],

evaluations/validators = b

us 9147420 3.11E+08 3.4E+08 3.75E+08

i



https://github.com/MetaCopilot/dseval

More Benchmarks

BLADE
https:/github.com/behavioral-data/BLAD !

E/tree/main

Has files, .csvs

Has metadata about the
datasets

Research Q/Hypothesis
as agoal (mostin the
format: Is this true?)
MCQs

Requires computation

5

Research Question/Hypothesis Data Table
Are soccer players with a dark skin tone
more likely than those with a light skin
tone to receive red cards from referees?
EAgent Data Understanding |
£
"y | Domain Knowledge [ Stats Knowledge

Generated Analysis

DV: Red Cards using the 'redCards' columi

def transforn(df: pd.DataFrame) — pd.DataFrame:
df['skin_tone'] = df[['raterl’,
‘rater2'] ].mean(axis=1)
df.dropna(subset=[ ' skin_tone'], inplace=True)
return df

def model(df: pd.DataFrame):
formula = 'redCards ~ skin_tone + position + games'
model = smf.logit(formula, data=df).fit()
return model

i .

2

Crowd-Sourced Expert
Annotations

= LM-aided

Automatic Evaluation

Convert Generated
Analysis

LM-based Matching

al Conceptual
s Variables

Value and Graph-based
Matching

Data Transforms

3

Ground Truth Decision Space

Conceptual Variables

DV: Red Cards
Received

—

Control layer

Statlstlcal Models

Spearman
Correlation

v: Player Skin Tone
s

.y . [
Logistic Regression

Data Transforms

df['rater_mean'
(df['r1'] + df[ r2'1)/ 2

Verb: derive

Input cols: [1, 'r2]

Output col: rater_mean’

—_—

df.groupby('club’,
as_index=False)

Verb: groupby
Input cols: ['club’]
Output col: none

e .

—

df_grp.agg(games_sum=
('games', 'mean’))

Verb: post_groupby
Input cols: ['games']

Output col: rater_mean’



https://github.com/behavioral-data/BLADE/tree/main
https://github.com/behavioral-data/BLADE/tree/main

More Benchmarks

QRData
https://xxxiaol.github.io/QRData/

Subset of benchmark has

files, .csvs
- MCQ
- Requires computation
- GPT-4 achieves ~60%

accuracy

-~

Data Description

Question

The CSV file ihdp.csv contains data obtained from the Infant Health and Development
Program (IHDP). The study is designed to evaluate the effect of home visit from
specialist doctors on the cognitive test scores of premature infants. The confounders

What is the Average Treatment Effect (ATE) from t to
y? Please round the final answer to the nearest
hundredth.

x (x1-x25) correspond to collected measurements of the children and their mothers =+

J

(" 1. Check rows of the dataset to understand its structure

@ Correct Reasoning Steps:

import pandas as pd

— [

2. Build a causal model based on the data description ———————————

from dowhy import CausalModel
common_causes = ['x1', ==, 'x25']
ihdp_model = CausalModel(
=data, treatment='t',
es=common_causes

dat e='y',

oUrtce

\

~— 4. Run refutation test to validate the estimate

: i3 y x1
= é d 'ihdp.csv'
data; = pd-read csv(ihdp.csv*) [~ [5e5 1 is3 |34
print(data.head())
0 6.88 -1.74 -1.80
gae Sandbox Execution Results: 0 300 -0.81 -0.20
3. Recall related method and apply to this scenario
ATE can be estimated using propensity score weighting:
ihdp_estimate = ihdp_model.estimate_effect(
ihdp_identified_estimand,
ethod_name="backdoor. propensity_score_weighting"
print('Estimated effect:', ihdp_estimate.value)
; Estimated effect: 4.02

The estimate should not change if we add an independent random
variable as a common cause to the dataset.

ihdp_refute_random_common_cause = ihdp_model.refute_estimate(
ihdp_identified_estimand, ihdp_estimate,
ethod_name="random_common_cause"

)

print('New effect:', ihdp_refute_random_common_cause.new_effect)

g New effect: 4.02 Final Answer: 4.02



https://xxxiaol.github.io/QRData/

Memory
with
DataVoyager

Project
Memory

-

Library functions,
User preferences,
Domain knowledge,
Explored hypotheses

Private to project
(can be proprietary info)

Agent Structure

AutoGen User Proxy

system_message="An admin that
takes input from the user."

termination_criteria
code_execution_config
max_consecutive_auto_reply

1lm_config

human_input_mode

initiate_chat="Starting message
for that experiment"

. .0

Planner

Code Execution Env

timeout
cache_seed
config_list

functions_for_python_cell

functions_for_shell

Group Agent Chat

Data Expert

Programmer

Critic*

Prompt: You interpret
scientific queries, devise
hypotheses, segment tasks
into sequential subtasks with
a focus on statistical
methods, assign roles to
team members, and ensure
coordinated progress.

Prompt: You specialize in
analyzing statistical data and
user queries, offering
detailed inferences,
formulating and testing
hypotheses, and
collaborating with
programmers for
sophisticated data modeling
and inferential insights.

Prompt: You develop and
code tasks assigned by the
Planner, utilizing specific
function calls and adhering to
guidelines to produce
outputs in JSON format, with
a focus on robust coding and
comprehensive logging.

Goal Stats
Predictor @l Functions

Finetuned
critic

Learned from
a big corpus/
Voluntarily
shared logs

J
i



But, what if the goal is unknown?

Can open-ended exploration lead to useful discoveries?

e No explicit research question or discovery goal e  Should align with human notions of “interestingness”
e Onlygivenadataset o  Discoveries made may answer human-posed
e  Optionally, a set of known hypotheses research queries in the future

e Servesas abuilding block for future discoveries

A2 48



Not just a philosophical point

e et oSt e o aleh Could address practical limitations in
e e goal-driven discovery:

Why Greatness e Lowdataset coverage: Performs shallow analyses;
St lest fficientl the dataset: mi
(annotBePlanned e resmesnes

e Lowdiversity: Repeated execution does not produce

diverse outputs. Inference-time scaling laws do not
seem to hold in our discovery setting.

A2 49




Open-endedness in data-driven discovery

Benefits:

e Immediate feedback: Closed loop of proposing and executing experiments on a given
dataset allows for a continual, autonomous process to collect verifiable hypotheses.

e Expanding search space: As hypotheses are collected, new opportunities arise to further
explore known hypotheses, combine them, or continue sampling new ones.
o  Solutions quickly plateau in static search spaces. E.g., maze solving, bipedal walking.

3 main challenges:

_

Repeated sampling is insufficient. Need a method to sample diverse trajectories.
2. Isdiversity/novelty a sufficient metric? What reward function should be used to guide exploration?
o Interestingness? Utility? Hard to define!
3. Evenwith useful reward functions, how should models be steered to continually generate
interesting hypotheses, especially given the dynamical nature of “interestingness™?
o Isprompting enough? Can we do more?

A2 50



AutoDataVoyager - Exploration Trajectories

Instead of focusing on a
single experiment, the
experiment_generato
r proposes multiple (k =
2) experiments at each
step, enabling a
tree-based exploration
approach.

Hypothesis
Generator

Exploration trees

User Proxy

Tree height
(N = Trajectory Length)

Hypothesis
Generator




AutoDV: Experiment Tree

Propose
P s

k experiments

in each iteration
conditioned on only
experimentsin the
same trajectory
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Experiment Tree:

E: Analyze the influence of family size on educational achievement, specifically focusing on the completed BA degree status.

R: Significant difference in family size between those who completed a BA degree and those who did not, with smaller family sizes associated with degree
completion.

H: Individuals from smaller families are more likely to complete a BA degree compared to those from larger families, as evidenced by the significant
difference in mean family sizes between the two groups.

E: Investigate potential between socioeconomic status (SES) and academic performance indicators such as ASVAB scores and
class percentile.

R: Slight nonlinear relationship with SES, but linear relationship remains dominant pattern.

H: There is a slight nonlinear relationship between socioeconomic status (SES) and academic performance indicators, with a quadratic term indicating
diminishing returns at higher SES levels. However, the linear relationship remains the dominant pattern, suggesting that SES consistently predicts
academic performance across its range.

E: Conduct a clustering analysis to identify distinct profiles of students based on their ASVAB scores, class percentile, SES, race, and gender.

R: Three distinct clusters identified, showing varying academic performance and SES levels.

H: Distinct profiles of students can be identified based on ASVAB scores, class percentile, and SES, with higher SES associated with better academic
performance. These profiles may also reflect racial and gender disparities, with certain groups more likely to belong to clusters with lower academic
performance.

Higher diversity and higher complexity in experiment design.

93




AutoDV: Crossovers

Additional ”02
crossover nodes in
each level

Co-evolution or crossover
experiments from the same
level
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Walkthrough of the DataVoyager system

https://x.com/surana h/status/178609
7912147239157

https://x.com/mbodhisattwa/status/17
61061506127655244

+Ai2


https://x.com/surana_h/status/1786097912147239157
https://x.com/surana_h/status/1786097912147239157
https://x.com/mbodhisattwa/status/1761061506127655244
https://x.com/mbodhisattwa/status/1761061506127655244

LLMsS have
revolutionized NLP.

But they often fall
short in key areas.



LLM Limitations (for Advanced Tasks)

e Hallucinations e Opaque

e Limited context e Poor adaptability for out of

distribution domain & tasks
e Loses memory over longer context

e Cannotintegrate into specific user

e Non-trivial to verify tasks workflows

A2



LLM Limitations (for Advanced Tasks)

Hallucinations e Opaque

Limited context e Poor adaptability for out of

distribution domain & tasks
e Loses memory over longer context

e Cannotintegrate into specific user
workfilows

Non-trivial to verify tasks

Cooldemo, but howdo |l useit?

A2



An Example for NLP Code

Non-Agentic Workflow

Write a Python script that uses a Hugging Face model for sentiment analysis on " Single Shot

a given bio dataset. Please type out the code in one go without waiting or even
using the backspace.

Agentic Workflow

* Begin by refining the problem scope into a detailed specification f \

* |terate with domain experts: doctors, clinical data scientists

« Design a modular preprocessing pipeline that can adapt to new domain rules Revise ResearCh/ Debug
» Start with a baseline model like BioBERT and iterate

 Define domain-specific metrics that matter including accuracy & F1-score

 Evaluate results on the defined metrics & iterate the code

A2



What are the solutions?

Agentic Design Patterns can tackle the limitations to make more productive use of the LLMs.

1.  Reflection
2. Tooluse
3. Planning

4. Multi-agent collab!

A2



: N
Reﬂ eCt I O n Feedback

Verlfy & r eﬂ e Ct th e I_I_M Output by eXt ern al Use M to get feedback on its own output Use M to refine its previous output, given its feedback
feedback (i.e. unit tests) & LLMs. Use the

reflection to iterate the results.

L\

Refine

Agent
¢ S€|f Reﬂne External feedback
e Reflexion | Self-reflection (LM)
Internal Reflective
feedback text

Evaluator (LM) ] Experience

(long-term memory)

l

Trajectory
(short-term memory) ‘-{ Actor (LM)

.

Self-Refine: Iterative Refinement with Self-Feedback. Aman Madaan, Niket Tandon, Prakhar
Gupta, Skyler Hallinan, Luyu Gao, Sarah Wiegreffe, Uri Alon, Nouha Dziri, Shrimai Prabhumoye, Yiming
Yang, Shashank Gupta, Bodhisattwa Prasad Majumder, Katherine Hermann, Sean Welleck, Amir

Yazdanbakhsh, Peter Clark. NIPS 24.
@ —Obs / Reward — Environment ~— Action
NVIDIA.

Carnegie
Mellon

University
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Tool Use

Connect with various tools & functions like:

Browser, APIs, code exec, custom code (domain specific code hard for LLMs to generate), search engine etc.

e AppWorld @ AppWorld Engine * @ AppWorld Benchmark
e GorillaLLM Exec

Task

. o Supervisor Instruction DBstart
e Function callin
’ g ‘o)
from my roommates from this month. S1
s &l

Amazon Spotify  Venmo Gmail Todoist

0 assert no table except Venmo Requests,
—_=, =) Code (having API calls) Transaction, User have changed.
= L) & S8

Si

Repeat assert all newly updated requests are
SimpleNote Splitwise FileSystem Phone ApiDocs Assistant J Stateful

Exec. Env.

from supervisor's roommates.

Response Msg -

(oo 2l ‘
2 == |
(o Roommate Son % Mother Coworker supervisor.task_complete( )

-2 2

Local DB & - B Assistant Stateful
API Server Friend Partner Brother Manager Exec. Env

from this month.

assert all newly updated requests are
accepted (and not denied).

e assert all newly updated requests are

A2



Tool Use

Connect with various tools & functions like:

Browser, APIs, code exec, custom code (domain specific code hard for LLMs to generate), search engine etc.

User Application Model
e AppWorld

E Pr Prol nd Function declaration
o GorillaLLM Exec & et ¥ SN i i -
e Function calling -
Function identifier and parameters § %

I Request
B

Function call API

+———
| Response

Response from AP|

Response # Response EAE %

* showcased toolcalling is from Google Gemini - but a similar function call works across platforms

A2



Planning

Plan tasks, track them while performing a task
and reason over them if needed.

Autogen Magento
MetaGPT
OpenHands
HuggingGPT

Magentic-One: A Generalist Multi-Agent System for Solving
Complex Tasks. Fourney et. al Microsoft Tech Report 2024.

A2

® Task

{6} Orchestrator

Report final answer or
educated guess

@ Task Complete!

Vs

L

v

Task Ledger

Create or update ledger

+ Given or verified facts

+ Facts to look up

+ Facts to derive
(computation or logic)

+ Educated guesses

+ Task plan

I

Progress Ledger

Update progress ledger

+ Task complete?

+ Unproductive loops?

- Is progress being
made?

+ What is the next
speaker?

+ Next speaker instruction

4------

Write code and reason

Agents
Observe and act based on Orchestrator instruction

¢

!

¥

U <[> Coder

u & ComputerTerminal ’ U ® WebSurfer

S

U B FileSurfer

to solve tasks

coder agent

Execute code written by the

Browse the internet (navigate

pages, fill forms, etc)

Navigate files (e.g.,
PDFs, pptx, WAV, etc)



Multi-agent Collab

Agents work together to
solve a complex task.

Autogen
CrewAl

ChatDev
DataVoyager -

—
— a -

—_— z
[ K|~ = Document ing

Designing

Testing "‘_f"'

e .

© —‘1 @

5%

ChatDev: Communicative Agents for
Software Development. Qian et. al.
ACL 2024

B
G| — i

A2



Multi-agent Collab

[ T T e S e A R e R R e S S P T s Sy R T n o e T AT T S N
Agents work together to | Group Agent Chat |
solve a complex task. | o) |
| 2 @ '
e Autogen : V.. :
e CrewAl | Plasnir Data Expert Programmer |
e ChatDev | I
DataV | o o —_— Prompt: You develop and |
o atavoyager (el e VR ol d Bl code tasks assigned by the - i
yag | |Prompt: You interpret analyzing statistical data and fe o Prompt: As the Critic, you |
Planner, utilizing specific evaluate and assure the
(¢) Agents | |scientific queries, devise user queries, offering function calls and adhering to ot A [
hypotheses, segment tasks detailed inferences, S GUEIS) @17 [(ESEEIEN e
| guidelines to produce |
O emory . . : : . and outcomes, scrutinize
into sequential subtasks with formulating and testing outputs in JSON format, with ' !
3 | = T T T ok research methodologies, |
o Functions a focus on statistical yP ; a focus on robust coding and e gtamitans
. | methods, assign roles to collaborating with comprehensive logging. : q ty |
O Literature |  |team members, and ensure programmers for fro;/::{e Eonstrucltlvg : [
| |coordinated progress. sophisticated data modeling Eelokidic el apa e |
and inferential insights. Goal methods and findings.
| Predictor |
| I
| I

Data-driven Discovery with Large Generative Models. Bodhisattwa Prasad Majumder, Harshit Surana, Dhruv Agarwal, Sanchaita Hazra, Ashish Sabharwal, Peter

Clark. ICML 2024.
- EMI"HLE‘R% @ OpenLocus




Let’s go over 2
concrete
examples!
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Software Engg with LLMs

(not just code generation)



OpenHands by CMU & UIUC

Save & Load State

Save & Load Sessions

|

Contr

oller

] 5 ) Pl State
Web Cli ] Server Emmmd  Sessions pemmmrmmemm——s  Controller | Manage State | . g
Shell | i (History/iteration/...)

J

HTTP & WebSocket

Send Events

1
1

Subscribe &
Receive Events

==a
Event Stream —*M
=

Subscribe &

Send Events

Receive Events

Save & Load Events

|'s
Storage

Dispatch Task,
Run Step by Step

CodeActAgent

DelegatorAgent

Run Agent Directly or
Run Agent Delegate

CoderAgent

MicroAgent | TypoFixerAgent

RSSO 5 5 P S ——— :

Powered by s |
-— Commercial Models 0SS Models

Subscribe &

Send Events z
Receive Events

Agent Execute Based on Runtime

—
List, Read & Write Files/Dirs |

DockerSSHBox

DockerExecBox
|

DockerExecBox

Browser

—_— AgentSkills
U S
g Jupyter
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W Starred 37.9k

Full coding env; not
just code gen

Access to agents
Access to runtime
Access to tools
Pluggable LLMs

Top LLM repoon
Github

Carnegie
Mellon

University




SWE BenCh by PrInCGtOn SWE-bench sources

task instances from
real-world Python

© lssue > ( £ Language Model ) E) Unit Tests repositories by
data leak in GBDT d| : )
st.f’atliL (e'ﬁhis”;"s aBchLt 't:lheetgovr:a—rm v Pre PR PostPR Tests _ConneCtI ng GItHUb
histogram-based version of... 19 Generated PR NP v join_struct_col Issues to merged pU”
©) Codebase B isFi.cam v vstack_struct_col - request solutions that
T (Bl O gradient_boosting. py 2 v dstackstucteol ragolve related tests.
M examples/ [ setup.cfg ) helper.py v matrix_transform
D) READMErst [J setup. M utils = v/ euclidean_diff ] ) .

o Provided with the issue
text and a codebase
snapshot, models

0 I‘l Scrape PRs 9 Y Attribute Filter 9 Execution Filter generate a patch that |S
) 12 popular repositories v Resolves an issue v Installs successfully evaluated against real
& >90% Python Code v/ Contributes tests v PR passes all tests tests

Can Language Models Resolve Real-World GitHub Issues? Carlos E. Jimenez*, John Yang*, Alexander Wettig, Shunyu Yao, Kexin Pei, Ofir Press,
Karthik Narasimhan. ICLR 2024

BE
A2



SWE Bench Verified by OpenAl

Is the problem statement underspecified? Screened by 93 SWES for 1; 699
100- random samples.

Whether we consider the issue
description to be
underspecified and hence
unfair to be testing on.

1%}
©
a
£
(55}
n
-
(o]
xR

Whether the FAIL_TO_PASS
unit tests filter out valid
solutions.

Severity

https://openai.com/index/introducing-swe-bench-verified/
Neil Chowdhury, James Aung, Chan Jun Shern, Oliver Jaffe, Dane Sherburn, Giulio Starace, Evan Mays, Rachel Dias, Marwan Aljubeh, Mia Glaese,
Carlos E. Jimenez, John Yang, Kevin Liu, Aleksander Madry

@ OpenAl



https://openai.com/index/introducing-swe-bench-verified/

OpenHands - CodeAct Agent
Firstagent to cross 50% in SWE-Bench Verified

OpenHands + CodeAct v21 + Claude 3.5 Sonnet 53.00
Task planning by developing capabilities for bug A reple Tesls = Claudke 35 Sarnet 49.00
detection, codebase management, and optimization

Anthropic Tools + Claude 3.5 Haiku 40.60
Made a number of fixes to make it easier for agents Composio SWEKit+Claude 3.5 Sannet 40.60
to traverse directories

SWE-agent + Claude 3.5 Sonnet 33.60
Switched to use function calling, a method used by SWE-agent + Claude 3 Opus 18.20
language models to more precisely specify the
functions available to them RAG+ Claude 3 Opus 7.00

RAG + Claude 2 4.40

A2



Contributing to OSS LLM Dev with OpenHands

We are contributing for better evals & data science agents - can discuss more offiine. o ity el LT

BB commit0_bench

Do try contributing to OpenHands. Their

BB discoverybench

B gaia
https://github.com/All-Hands-Al/OpenHands/blob/main/ CONTRIBUTING.md

B gorilla

8 gpaa
@8 Star History
BB humanevalfix

® All-Hands—Al/OpenHands

B logic_reasoning
30.0k

BB miniwob

20,0k B mint

GitHub Stars

B mi_bench

10.0k

B scienceagentbench

B swe_bench

April July October
Date star—history.com

BB toolga



https://github.com/All-Hands-AI/OpenHands/blob/main/CONTRIBUTING.md

VJepa

By Meta/ Yann Le Cunn

A2
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Thank you!



